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e n e r g i e s  ex t rapo la te  r a t h e r  smooth ly  to 

E r a i l r o a d  ~ -0 .490  NJ + 0. 005 (13) 

which should be quite a c c u r a t e  and is u n m i s t a k e a b l y  be t t e r  than the sp in -wave  

resu l t .  

A l e s s  a c c u r a t e  ex t r apo la t ion  may  be made  f rom the l inea r  chain  via 

the r a i l r o a d  t r e s t l e  to the en t i r e  t r i ang le  la t t ice .  One finds 

E A ~- -(0. 54 .+. 0 . 0 1 ) N J .  (14) 

This  is n e a r l y  20% lower  than the sp in -wave  ene rgy  (11) of the Ndel s tate.  It 

s e e m s  a l m o s t  c e r t a i n  that it 
3 4 
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We note that w h e r e v e r  two 
bonds a r e  pa ra l l e l  ne ighbors ,  FIG. 3 

such as  (12) and (34) in Fig.  3a, Random a r r a n g e m e n t s  of pa i r  bonds on a 
t r i ang le  la t t ice .  (a) Shows a r e g u l a r  a t -  

e i t he r  (S 1" S 2) or  (S 3 • $4) p ro -  r a n g e m e n t  with 2N/4 a l t e r n a t i v e  d i s t inc t  
v ides  a m a t r i x  e l e m e n t  to the pa i r ings  ( " rhombus"  approx imat ion) .  
d e g e n e r a t e  conf igura t ion  (23)(41), (b) An a r b i t r a r y  a r r a n g e m e n t .  

while  only (S1S3) g ives  a m a t r i x  e l e m e n t  of opposi te  sign. Thus  we can a lways  
gain ene rgy  by l inea r ly  combin ing  d i f fe ren t  conf igura t ions  in which such bonds 
a r e  in t e rchanged .  Since t h e r e  a r e  in any r a n d o m  conf igura t ion  like Fig. 3b 

g r e a t  n u m b e r s  of s e t s  of pa ra l l e l  bonds,  one can a r r i v e  at any conI igu ra t ion  
f r o m  any other ;  and r e t u r n  to the o r ig ina l  one by ve ry  many paths.  What is 

not c l e a r  is that one wil l  r e t u r n  to the s ame  s ta te  in the s a m e  phase by t r a -  
ve r s ing  d i f f e ren t  paths. If one did,  the s ta te  would be e s s e n t i a l l y  a Bose  con-  
densed  s ta te  of pa i r -bonds  with a f o rm  of ODLRO. This would be c lo se ly  r e -  
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ice are examples of this: the elementary magnetic dipole ‘splits’ into a 
monopole–antimonopole pair. However, these are classical excitations 
and not true coherent quasi particles. In QSLs, the most prominent exotic 
excitations are in the form of spinons, which are neutral and carry spin 
S = ½ (Fig. 4). Spinons are well established in one-dimensional (1D) sys-
tems, in which they occur as domain walls (Fig. 4a). A spinon can thus 
be created similarly to a monopole in spin ice, by flipping a semi-infinite 
string of spins. A key difference, however, is that in one dimension the 
only boundary of such a string is its end point, so the string is guar-
anteed to cost only a finite energy from this boundary. By contrast, in 
two or three dimensions, the boundary of a string extends along its full 
length. A string would naturally be expected to have a tension (that 
is, there is an energy cost proportional to its length). String tension 
represents confinement of the exotic particle, as occurs for quarks in 
quantum chromodynamics. This is avoided in spin ice by the special 
form of the nearest-neighbour Hamiltonian. However, when spin ice 

is in equilibrium, corrections to this form would be expected to lead to 
monopole confinement at low temperatures.

In a true 2D or 3D QSL, the string associated with a spinon remains 
robustly tensionless even at T = 0 K, owing to strong quantum fluctua-
tions (Fig. 4c). This can be understood from the quantum superposition 
prin ciple: rearranging the spins along the string simply reshuffles the 
various spin or valence-bond configurations that are already super-
posed in the ground state. Detailed studies of QSL states have shown 
that higher-dimensional spinons can have varied character. They may 
obey Fermi–Dirac36, Bose–Einstein37 or even anyonic statistics (see page 
187). They may be gapped (that is, require a non-zero energy to excite) 
or gapless, or they may even be so strongly interacting that there are no 
sharp excitations of any kind38.

Experimental search for QSLs
In contrast to the apparent ubiquity and variety of QSLs in theory, the 
ex perimental search for QSLs has proved challenging. Most Mott insu-
lators — materials with localized spins — are ordered magnetically or 
freeze into spin-glass states. A much smaller set of Mott insulators form 
VBS states23–25. A clear identification of RVB-like QSL states has proved 
more elusive.

How is a QSL identified in experiments? One good indication is a 
large frustration pa rameter, f > 100–1,000 (f may be limited by mat erial 
complications, such as defects or weak symmetry-breaking interac-
tions, or the ability to cool). A more stringent test is the ab sence of static 
moments, even disordered ones, at low temperatures, a feature that can 
be probed by nuclear magnetic resonance (NMR) and muon spin reso-
nance experiments. Specific-heat measurements give information on the 
low-energy density of states of a putative QSL, which can be compared 
with those of theoretical models. Thermal transport can determine 
whether these excitations are localized or itinerant. Elastic and inelastic 
neutron-scattering measurements, especially on single crystals, provide 
crucial infor mation on the nature of correlations and excitations, and 
these could perhaps uncover spinons. All told, this is a powerful arsenal 
of experimental tools, but the task is extremely challenging. At the heart 
of the problem is that there is no single experimental feature that identi-
fies a spin-liquid state. As long as a spin liquid is characterized by what it 
is not — a symmetry-broken state with conventional order — it will be 
much more difficult to identify conclusively in experiments.

Nevertheless, in recent years, increased activity in the field of highly 
frustrated mag netism has led to a marked increase in the number of 
candidate QSL mate rials, giving reason for optimism39,40. A partial list 
of the materials that have been studied is presented in Table 1.

QSL materials
The last two entries in Table 1 (Cs2CuCl4 and FeSc2S4) have already 
been ruled out as true QSLs, and I return to these later (in the section 
‘Unexpected findings’). All of the remaining materials are promising 
candidates, with S = ½ quantum spins on frustrated lattices. They show 
persistent spin dynamics down to the low est measured temperatures, 
with every indication that the dynamics persist down to T = 0 K. With 
the exception of Cu3V2O7(OH)2•2H2O, no signs of phase transitions 
are seen on cooling from the high-temperature paramagnet to a low 
temperature. The charac teristics of these materials are now beginning 
to be understood. 

Surveying them, it is clear that there is a variety of structures and 
properties. There are organic compounds — κ-(BEDT-TTF)2Cu2(CN)3 
and EtMe3Sb[Pd(dmit)2]2 — and a variety of inorganic compounds. The 
spins form several different structures: 2D triangular lattices; 2D kagomé 
lattices; and a hy perkagomé lattice, which is 3D. In some cases, these 
are ideal, isotropic forms. In other cases, there are asymmetries and, 
consequently, spatial anisotropy. Ex isting samples are compromised 
by varying degrees of disorder, from as much as 5–10% free defect 
spins and a similar concentration of spin vacancies in ZnCu3(OH)6Cl2 
(ref. 41) to as little as 0.07% impurity in recently improved samples of 
Cu3V2O7(OH)2•2H2O (ref. 42). In several materials, the nature and 
degree of disorder have not been well characterized.

Theoretical models of magnets with localized electrons typically start 
with the Heisenberg Hamiltonian, for example:

 1 H!=!− —!∑ JijSi • Sj (1)
 2 ij

where Jij are exchange constants, and Si and Sj are quantum spin-S 
operators. They obey Si

2 = S(S + 1) and canonical commutation relations 
[Si

μ, Sj
ν] = iєμνλSi

λδij, where єμνλ is the Levi-Civita symbol. In spin ice, owing 
to the large S (S!=!15/2 for Dy and 8 for Ho), the spins can be regarded 
simply as classical vectors (conventionally they are taken to be of unit 
length, with factors of S absorbed into the exchange constants). For 
spin ice, equation (1) above mimics the short-range effect of dipolar 
exchange, by taking ferromagnetic Jij = Jeff !> 0 on nearest neighbours, 
as is discussed in the main text. In addition, in spin ice, strong Ising 
anisotropy must be included by way of the crystal field term

 Hcf = −D!∑ (Si • n̂i)2  
 i

where n̂i is a unit vector along the Ising 〈111〉 axis of the ith
 
spin and D is 

the Ising anisotropy. The positive D >> J requires the spins to point along 
this axis. In low-spin systems of transition metal spins, the exchange is 
antiferromag netic, Jij < 0, crystal field effects are much less significant 
and S is much smaller. For the QSL candidates discussed in the main 
text, S!takes its minimum value,!½. Thus, when the assumption of 
localized electrons is valid, equation (1) itself is a good starting point. If 
this assumption is not valid, a better description, which includes charge 
fluctuations, is the Hubbard model:

 HHubbard = −∑ tijc†
iαcjα + U!∑!ni(ni − 1) 

 ij,α i

where c†
iα and ciα are creation and annihilation operators, respectively, 

for electrons with spin α = ±½ on site i, and ni = ∑α c†
iαciα is the number 

of electrons on the site. The electron operators obey canonical anti-
commutation relations {c†

iα, cjβ} = δαβδij. The coefficient tij gives the 
quantum amplitude for an electron to hop from site j to site i, and U is 
the Coulomb energy cost for two electrons to occupy the same site. 
When U!>> t, and there is on average one electron per site, charge 
fluctuations become negligible. Then the Hubbard model reduces to the 
Heisenberg one, with Jij!≈ −4tij

2/U. However, when U/t is not very large, 
the two models are inequivalent. For a small enough U/t, the Hubbard 
model usually describes a metal, in which electrons are completely 
delocalized. As U/t is increased from zero, there is a quantum phase 
transition from a metal to an insulator; this is known as the Mott 
transition. For U/t larger than this critical value, the system is known as 
a Mott insulator. ‘Weak’ Mott insulators are materials with U/t close to 
the Mott transition.

Box 2 | Theoretical frameworks
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order and/or freezing is observed, by using NMR spectroscopy, at T < 1 K 
(ref. 56). More over, recent experiments show that this compound has a 
complex series of low-temperature phases in an applied magnetic field56. 
Given the exceptionally high purity of Cu3V2O7(OH)2•2H2O, an expla-
nation of its phase diagram should be a clear theoretical goal. 

Theoretical interpretations
I now turn to the theoretical evidence for QSLs in these systems and 
how the experiments can be reconciled with theory. Theorists have 
attempted to construct microscopic models for these materials (Box 2) 
and to determine whether they support QSL ground states. In the case 
of the organic compounds, these are Hubbard models, which account 
for significant charge fluctuations. For the kagomé materials, a Heisen-
berg model description is probably ap propriate. There is general theo-
retical agreement that the Hubbard model for a triangular lattice has 
a QSL ground state for intermediate-strength Hubbard repulsion near 
the Mott transition57–59. On the kagomé lattice, the Heisenberg model 
is expected to have a non-magnetic ground state as a result of frus-
tration60. Recently, there has been growing theoretical support for the 
conjecture that the ground state is, however, not a QSL but a VBS with 
a large, 36-site, unit cell61,62. However, all approaches indicate that many 
competing states exist, and these states have extremely small energy dif-
ferences from this VBS state. Thus, the ‘real’ ground state in the kagomé 
materials is proba bly strongly perturbed by spin–orbit coupling, dis-
order, further-neighbour interactions and so on63. A similar situation 
applies to the hyperkagomé lattice of Na4Ir3O8 (ref. 64).

These models are difficult to connect directly, and in detail, to 
experi ments, which mainly measure low-energy properties at low tem-
peratures. Instead, attempts to reconcile theory and experiment in detail 
have re lied on more phenomenological low-energy effective theories 
of QSLs. Such effective theories are similar in spirit to the Fermi liquid 
theory of interacting metals: they propose that the ground state has a 
certain structure and a set of elementary excitations that are consistent 
with this structure. In contrast to the Fermi liquid case, however, the 
elementary excitations consist of spinons and other exotic par ticles, 
which are coupled by gauge fields. A theory of this type — that is, pro-
posing a ‘spinon Fermi surface’ coupled to a U(1) gauge field — has 
had some success in explaining data from experiments on κ-(BEDT-
TTF)2Cu2(CN)3 (refs 65, 66). Related theories have been proposed for 
ZnCu3(OH)6Cl2 (ref. 67) and Na4Ir3O8 (ref. 68). However, comparisons 

for these materials are much more limited. In all cases, the comparison 
of theory with experiment has, so far, been indirect. I return to this 
problem in the subsection ‘The smoking gun for QSLs’.

Unexpected findings
In the course of a search as difficult as the one for QSLs, it is natural for 
there to be false starts. In several cases, researchers uncovered other 
interesting physical phenomena in quantum magnetism.

Dimensional reduction in Cs2CuCl4
Cs2CuCl4 is a spin-½ antiferromagnet on a moderately anisotropic 
trian gular lattice69,70. It shows only intermediate frustration, with f ≈ 8, 
ordering into a spiral Néel state at TN = 0.6 K. However, neutron-scat-
tering results for this compound reported by Coldea and colleagues 
suggested that exotic physical phenomena were occurring69,70. These 
experiments measure the type of excitation that is created when a neu-
tron interacts with a solid and flips an electron spin. In normal mag-
nets, this creates a magnon and, correspondingly, a sharp resonance is 
observed when the energy and momentum transfer of the neutron equal 
that of the magnon. In Cs2CuCl4, this resonance is extremely small. 
Instead, a broad scattering feature is mostly observed. The interpreta-
tion of this result is that the neutron’s spin flip creates a pair of spinons, 
which divide the neutron’s en ergy and momentum between them. The 
spinons were suggested to arise from an underlying 2D QSL state.

A nagging doubt with respect to this picture was the striking similar-
ity between some of the spectra in the experiment and those of a 1D 
spin chain, in which 1D spinons indeed exist71. In fact, in Cs2CuCl4 the 
exchange energy along one ‘chain’ direction is three times greater than 
along the diagonal bonds between chains (that is, Jʹ ≈ J/3 in Fig. 1a). 
Experimentally, however, the presence of substantial transverse disper-
sion (that is, dependence of the neutron peak on momentum perpendic-
ular to the chain axis in Cs2CuCl4), and the strong influence of interchain 
coupling on the magnetization curve, M(H), seemed to rule out a 1D 
origin, despite an early theoretical suggestion72.

In the past few years, it has become clear that discarding the idea of 
1D physics was premature73,74. It turns out that although the interchain 
coupling is substantial, and thus affects the M(H) curve significantly, 
the frustration markedly reduces interchain correlations in the ground 
state. As a result, the elementary excitations of the system are simi-
lar to those of 1D chains, with one important exception. Because the 

Figure 3 | Valence-bond states of frustrated antiferromagnets. In a VBS 
state (a), a specific pattern of entangled pairs of spins — the valence bonds 
— is formed. Entangled pairs are indicated by ovals that cover two points 
on the triangular lattice. By contrast, in a RVB state, the wavefunction is a 

superposition of many different pairings of spins. The valence bonds may 
be short range (b) or long range (c). Spins in longer-range valence bonds 
(the longer, the lighter the colour) are less tightly bound and are therefore 
more easily excited into a state with non-zero spin. 
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spinons are inherently 1D, they are confined to the chains, and to take 
advantage of the transverse exchange, they must be bound into S = 1 
‘triplon’ bound states (Fig. 3b). These triplons move readily between 
chains and are responsible for the transverse dispersion observed in 
the experiment. Thus, the observation of triplons provides a means to 
distinguish 1D spinons from their higher-dimensional counterparts. 
A quantitative theory of this physics agrees well with the data, with no 
adjustable parameters. It is therefore understood that Cs2CuCl4 is an 
example of ‘dimensional reduction’ induced by frustration and quan-
tum fluctuations. This phenomenon was unexpected and might have a 
role in other correlated materials. Perhaps it is related to the cascade of 
phases that is observed in the isostructural material Cs2CuBr4 in applied 
magnetic fields75.

Spin–orbital quantum criticality in FeSc2S4
Among the entries in Table 1, FeSc2S4 stands out as a material that has 
not only spin degeneracy but also orbital degeneracy. This is common 
in transition-metal-containing compounds76,77. It is possible to imagine 
a quantum orbital liquid78–80, analogous to a QSL. Like the more familiar 
(theoretically) QSL, the quantum orbital liquid is experimentally elu-
sive. Nevertheless, experimen talists have observed that FeSc2S4, which 
has a twofold orbital degeneracy, evades order down to T = 50 mK, and 
on this basis it was characterized as a spin–orbital liquid81–83.

Recently, it was suggested that this liquid behaviour is due not to frus-

tration but to a competition between spin–orbit coupling and magnetic 
exchange84. Microscopic estimates of the spin–orbit interaction, λ, 
indeed show that its strength, λ/kB = 25–50 K, is comparable to the Curie–
Weiss temperature, 45 K. As a result, the material is serendipitously close 
to a quantum crit ical point between a magnetically ordered state and 
a ‘spin–orbital sin glet’, induced by spin–orbit coupling84 (Fig. 5). This 
picture seems to explain data from a variety of experiments, including 
NMR81, neutron-scattering82, spin susceptibility83 and specific-heat83 
measurements. Most notably, the anomalously small excitation gap of 
2 K that was measured in neutron-scattering82 and NMR81 experiments 
is understandable — this gap vanishes on approaching the quantum 
critical point. If the theory is correct, FeSc2S4 can be viewed as a kind of 
spin–orbital liquid with significant long-distance entanglement between 
spins and orbitals. Because the material is not precisely at the quantum 
critical point, however, there is a finite correlation length; therefore, this 
entanglement does not persist to arbitrarily long distances, as would be 
expected in a true RVB state.

Future directions
I have only touched the surface of the deep well of phenomena to 
be ex plored, experimentally and theoretically, in frustrated magnets 
and spin liq uids. In spin ice, there are subtle correlations, collective 
excitations and emergent magnetic monopoles, all of which are highly 
amenable to laboratory studies. In sev eral frustrated magnets with spin 

Figure 4 | Excitations of quantum antiferromagnets. a, In a quasi-1D 
system (such as the triangular lattice depicted), 1D spinons are formed as 
a domain wall between the two antiferromagnetic ground states. Creating 
a spinon (yellow arrow) thus requires the flipping of a semi-infinite line 
of spins along a chain, shown in red. The spinon cannot hop between 
chains, because to do so would require the coherent flipping of an infinite 

number of spins, in this case all of the red spins and their counterparts on 
the next chain. b, A bound pair of 1D spinons forms a triplon. Because a 
finite number of spins are flipped between the two domain walls (shown 
in red), the triplon can coherently move between chains, by the flipping of 
spins along the green bonds. c, In a 2D QSL, a spinon is created simply as an 
unpaired spin, which can then move by locally adjusting the valence bonds.

Table 1 | Some experimental materials studied in the search for QSLs
Material Lattice S ΘCW (K) R* Status or explanation 

κ-(BEDT-TTF)2Cu2(CN)3 Triangular† ½ −375‡ 1.8 Possible QSL
EtMe3Sb[Pd(dmit)2]2 Triangular† ½ −(375–325)‡ ? Possible QSL  
Cu3V2O7(OH)2•2H2O (volborthite) Kagomé† ½ −115 6 Magnetic
ZnCu3(OH)6Cl2 (herbertsmithite) Kagomé ½ −241 ? Possible QSL 
BaCu3V2O8(OH)2 (vesignieite) Kagomé† ½ −77 4 Possible QSL  
Na4Ir3O8 Hyperkagomé ½ −650 70 Possible QSL  
Cs2CuCl4 Triangular† ½ −4 0 Dimensional reduction 
FeSc2S4 Diamond 2 −45 230 Quantum criticality
BEDT-TTF, bis(ethylenedithio)-tetrathiafulvalene; dmit, 1,3-dithiole-2-thione-4,5-ditholate; Et, ethyl; Me, methyl. *R is the Wilson ratio, which is de fined in equation (1) in the main text. For EtMe3Sb[Pd(dmit)2]2 
and ZnCu3(OH)6Cl2, experimental data for the intrinsic low-temperature specific heat are not available, hence R is not determined. †Some degree of spatial anisotropy is present, implying that Jʹ#≠#J in Fig. 1a. ‡A 
theoretical Curie–Weiss temperature (ΘCW) calcu lated from the high-temperature expansion for an S#=#½ triangular lattice; ΘCW#=#3J/2kB, using the J fitted to experiment. 
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ice are examples of this: the elementary magnetic dipole ‘splits’ into a 
monopole–antimonopole pair. However, these are classical excitations 
and not true coherent quasi particles. In QSLs, the most prominent exotic 
excitations are in the form of spinons, which are neutral and carry spin 
S = ½ (Fig. 4). Spinons are well established in one-dimensional (1D) sys-
tems, in which they occur as domain walls (Fig. 4a). A spinon can thus 
be created similarly to a monopole in spin ice, by flipping a semi-infinite 
string of spins. A key difference, however, is that in one dimension the 
only boundary of such a string is its end point, so the string is guar-
anteed to cost only a finite energy from this boundary. By contrast, in 
two or three dimensions, the boundary of a string extends along its full 
length. A string would naturally be expected to have a tension (that 
is, there is an energy cost proportional to its length). String tension 
represents confinement of the exotic particle, as occurs for quarks in 
quantum chromodynamics. This is avoided in spin ice by the special 
form of the nearest-neighbour Hamiltonian. However, when spin ice 

is in equilibrium, corrections to this form would be expected to lead to 
monopole confinement at low temperatures.

In a true 2D or 3D QSL, the string associated with a spinon remains 
robustly tensionless even at T = 0 K, owing to strong quantum fluctua-
tions (Fig. 4c). This can be understood from the quantum superposition 
prin ciple: rearranging the spins along the string simply reshuffles the 
various spin or valence-bond configurations that are already super-
posed in the ground state. Detailed studies of QSL states have shown 
that higher-dimensional spinons can have varied character. They may 
obey Fermi–Dirac36, Bose–Einstein37 or even anyonic statistics (see page 
187). They may be gapped (that is, require a non-zero energy to excite) 
or gapless, or they may even be so strongly interacting that there are no 
sharp excitations of any kind38.

Experimental search for QSLs
In contrast to the apparent ubiquity and variety of QSLs in theory, the 
ex perimental search for QSLs has proved challenging. Most Mott insu-
lators — materials with localized spins — are ordered magnetically or 
freeze into spin-glass states. A much smaller set of Mott insulators form 
VBS states23–25. A clear identification of RVB-like QSL states has proved 
more elusive.

How is a QSL identified in experiments? One good indication is a 
large frustration pa rameter, f > 100–1,000 (f may be limited by mat erial 
complications, such as defects or weak symmetry-breaking interac-
tions, or the ability to cool). A more stringent test is the ab sence of static 
moments, even disordered ones, at low temperatures, a feature that can 
be probed by nuclear magnetic resonance (NMR) and muon spin reso-
nance experiments. Specific-heat measurements give information on the 
low-energy density of states of a putative QSL, which can be compared 
with those of theoretical models. Thermal transport can determine 
whether these excitations are localized or itinerant. Elastic and inelastic 
neutron-scattering measurements, especially on single crystals, provide 
crucial infor mation on the nature of correlations and excitations, and 
these could perhaps uncover spinons. All told, this is a powerful arsenal 
of experimental tools, but the task is extremely challenging. At the heart 
of the problem is that there is no single experimental feature that identi-
fies a spin-liquid state. As long as a spin liquid is characterized by what it 
is not — a symmetry-broken state with conventional order — it will be 
much more difficult to identify conclusively in experiments.

Nevertheless, in recent years, increased activity in the field of highly 
frustrated mag netism has led to a marked increase in the number of 
candidate QSL mate rials, giving reason for optimism39,40. A partial list 
of the materials that have been studied is presented in Table 1.

QSL materials
The last two entries in Table 1 (Cs2CuCl4 and FeSc2S4) have already 
been ruled out as true QSLs, and I return to these later (in the section 
‘Unexpected findings’). All of the remaining materials are promising 
candidates, with S = ½ quantum spins on frustrated lattices. They show 
persistent spin dynamics down to the low est measured temperatures, 
with every indication that the dynamics persist down to T = 0 K. With 
the exception of Cu3V2O7(OH)2•2H2O, no signs of phase transitions 
are seen on cooling from the high-temperature paramagnet to a low 
temperature. The charac teristics of these materials are now beginning 
to be understood. 

Surveying them, it is clear that there is a variety of structures and 
properties. There are organic compounds — κ-(BEDT-TTF)2Cu2(CN)3 
and EtMe3Sb[Pd(dmit)2]2 — and a variety of inorganic compounds. The 
spins form several different structures: 2D triangular lattices; 2D kagomé 
lattices; and a hy perkagomé lattice, which is 3D. In some cases, these 
are ideal, isotropic forms. In other cases, there are asymmetries and, 
consequently, spatial anisotropy. Ex isting samples are compromised 
by varying degrees of disorder, from as much as 5–10% free defect 
spins and a similar concentration of spin vacancies in ZnCu3(OH)6Cl2 
(ref. 41) to as little as 0.07% impurity in recently improved samples of 
Cu3V2O7(OH)2•2H2O (ref. 42). In several materials, the nature and 
degree of disorder have not been well characterized.

Theoretical models of magnets with localized electrons typically start 
with the Heisenberg Hamiltonian, for example:

 1 H!=!− —!∑ JijSi • Sj (1)
 2 ij

where Jij are exchange constants, and Si and Sj are quantum spin-S 
operators. They obey Si

2 = S(S + 1) and canonical commutation relations 
[Si

μ, Sj
ν] = iєμνλSi

λδij, where єμνλ is the Levi-Civita symbol. In spin ice, owing 
to the large S (S!=!15/2 for Dy and 8 for Ho), the spins can be regarded 
simply as classical vectors (conventionally they are taken to be of unit 
length, with factors of S absorbed into the exchange constants). For 
spin ice, equation (1) above mimics the short-range effect of dipolar 
exchange, by taking ferromagnetic Jij = Jeff !> 0 on nearest neighbours, 
as is discussed in the main text. In addition, in spin ice, strong Ising 
anisotropy must be included by way of the crystal field term

 Hcf = −D!∑ (Si • n̂i)2  
 i

where n̂i is a unit vector along the Ising 〈111〉 axis of the ith
 
spin and D is 

the Ising anisotropy. The positive D >> J requires the spins to point along 
this axis. In low-spin systems of transition metal spins, the exchange is 
antiferromag netic, Jij < 0, crystal field effects are much less significant 
and S is much smaller. For the QSL candidates discussed in the main 
text, S!takes its minimum value,!½. Thus, when the assumption of 
localized electrons is valid, equation (1) itself is a good starting point. If 
this assumption is not valid, a better description, which includes charge 
fluctuations, is the Hubbard model:

 HHubbard = −∑ tijc†
iαcjα + U!∑!ni(ni − 1) 

 ij,α i

where c†
iα and ciα are creation and annihilation operators, respectively, 

for electrons with spin α = ±½ on site i, and ni = ∑α c†
iαciα is the number 

of electrons on the site. The electron operators obey canonical anti-
commutation relations {c†

iα, cjβ} = δαβδij. The coefficient tij gives the 
quantum amplitude for an electron to hop from site j to site i, and U is 
the Coulomb energy cost for two electrons to occupy the same site. 
When U!>> t, and there is on average one electron per site, charge 
fluctuations become negligible. Then the Hubbard model reduces to the 
Heisenberg one, with Jij!≈ −4tij

2/U. However, when U/t is not very large, 
the two models are inequivalent. For a small enough U/t, the Hubbard 
model usually describes a metal, in which electrons are completely 
delocalized. As U/t is increased from zero, there is a quantum phase 
transition from a metal to an insulator; this is known as the Mott 
transition. For U/t larger than this critical value, the system is known as 
a Mott insulator. ‘Weak’ Mott insulators are materials with U/t close to 
the Mott transition.

Box 2 | Theoretical frameworks
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Lattice gauge theories were studied in the 1970s by  
particle theorists as toy models of confinement of particles 
with fractional quantum numbers (quarks). 

They were adopted in condensed matter physics for  
theory of quantum spin liquids. They are toy models of de-
confinement of quasiparticles with fractional quantum 
numbers (spinons). 
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Lattice gauge theories



U(1) gauge theory
Bears close resemblance to electromagnetism (E&M),  
making it easier to build the theory by analogy with a 
familiar subject. 

Relevant to some quantum spin models: quantum spin ice 
on the pyrochlore lattice and Heisenberg model on the  
kagome lattice. 
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Z2 lattice gauge theory

The simplest gauge theory ever: uses binary arithmetics! 

Relevant to some quantum spin models: Heisenberg model 
on the square and kagome lattices. 
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(tomorrow)



For simplicity I will work with hypercubic lattices (square in 
d=2, cubic in d=3). In principle, gauge theory can be 
defined on any lattice, regular or not.  

In quantum spin ice, the gauge field lives on a diamond 
lattice. 

edge

face

vertex



In E&M, the gauge potential A(r) is a vector field. 

Lattice gauge variables Amn live on edges of the lattice 
and are labeled by the two vertices of the edge (here mn). 

They can be thought of as the projection of the vector 
gauge field onto the link direction.

m n

p

ŷ

x̂

Amn ⇡ A · x̂
Amp ⇡ A · ŷ

Amn = �Anm



In a regular U(1) gauge theory, gauge variable Amn takes 
on values on a straight line. 

No restrictions on possible values of electric charge. 

Regular U(1) gauge theory

�1 < A < 1

�1 1



In a compact U(1) gauge theory, gauge variable Amn takes 
on values on a circle (a compact manifold). In other words, 
it is an angular variable. 

Any physical variable (e.g., potential energy U) must be a 
periodic function of A. Yields quantized values of charge.

0  A  2⇡

U(A+ 2⇡) = U(A)
0
2⇡

Compact U(1) gauge theory



In E&M, the gauge field A 
is not a physical variable. 
Physical fields E and B 
and magnetic flux Φ can 
be obtained from it.

E = �Ȧ

B = r⇥A

�C =

I

C
A · dr

�

C

�mnpq = Amn +Anp

+Apq +Aqn

m n

pq

Emn = �Ȧmn

Similar recipes work on a 
lattice for electric flux E 
and magnetic flux Φ.



Next steps
• Define kinetic energy U(A) and potential energy T(Ȧ). 

• Construct the Lagrangian L(A,Ȧ) = T(Ȧ) – U(A). 

• Deduce momenta: p = ∂L/∂Ȧ = ∂T/∂Ȧ. 

• Quantize the theory: [p,A] = –iħ. 

• Construct the Hamiltonian: H(A,p) = pȦ – L. 

• Identify conserved quantities. 

• Determine the quantum ground state.



T =
X

edges

IȦ2
mn

2
=

X

edges

p2mn

2I

E&M: Lattice gauge theory:

Conjugate momentum: Conjugate momentum:

T =

Z
d3r

✏0Ȧ2

2
=

Z
d3r

✏0E2

2

⇡(r) =
�T

�Ȧ(r)
= ✏0Ȧ(r) = �✏0E(r)

Kinetic energy and 
canonical momentum

I  is “moment of inertia” of A.ε0 is “vacuum permittivity.”

pmn =
@T

@Ȧmn

= IȦmn = �Emn

Emn = �IȦmn for convenience



p =
@T

@Ȧ
= IȦ = �E

Quantization

 (A+ 2⇡) =  (A)

[p,A] = �i

We use units such that ħ =1.

Quantum state of A is given by the wavefunction ψ(Α).

Electric field is quantized:

m n
Emn

E operator acts on it thus:

Take periodic wavefunctions:
Convenient basis:  m(A) = e�imA/

p
2⇡ m = 0,±1,±2, . . .,

[E,A] = i

E (A) = i
d

dA
 (A)

E m(A) = m m(A)

E = 0,±1,±2, . . .



p =
@T

@Ȧ
= IȦ = �E

Quantization
[p,A] = �i

e+iA and e–iA are lowering and raising operators for E.

m n
Emn

 m(A) = e�imA/
p
2⇡

[E,A] = i

E m(A) = m m(A)

e±iA m(A) =  m⌥1(A)

e±iAEe⌥iA = E ± 1



E&M: Lattice gauge theory:

U =

Z
d3r

B2

2µ0
=

Z
d3r

(r⇥A)2

2µ0

U = �
X

faces

� cos�mnpq

�mnpq = Amn +Anp

+Apq +Aqn

m n

pq

ΦPotential energy

U must be 2π-periodic in A 
and depend on fluxes

If Φ values are small,

U = const +

X

faces

��2
mnpq

2

E.g.,

Compare



Qm = 0,±1,±2 . . .

Conserved charges

m n

p

q

r

QQm = Emn + Emp + Emq + Emr Φ

sElectric charge = net electric flux:

[Qm, H] = 0

Electric charges are constants of motion:

Electric charges are quantized:

States split into different charge sectors.

H =

X

edges

E2
mn

2I
�

X

faces

� cos�mnpq, [Emn, Amn] = i.



H =

X

edges

E2
mn

2I
�

X

faces

� cos�mnpq, [Emn, Amn] = i.

Properties of ground states

The ground state depends on the product Iλ. 

We will explore the nature of the ground state(s) in the  
two limits: I λ ≪ 1 and I λ ≫ 1. 

We will work in the vacuum sector (no charges) and in 
the sector with two probe charges +Q and –Q.  

We will see that electric charges are confined in one limit 
but not in the other.



Ground state for λ ≪1/I

Neglect the weak magnetic term. 

No-charge sector:Emn = 0 everywhere. 

Sector with two minimal charges Q = ±1: 
ground state with a minimal electric flux 
line connecting the charges. 

Energy grows linearly with the distance.  
Electric charges are confined.

+1

–1

✏(`) = `/2I

H = H0 +H1, H0 =

X

edges

E2
mn

2I
, H1 = �

X

faces

� cos�mnpq



Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .

H = H0 +H1, H0 =

X

edges

E2
mn

2I
, H1 = �

X

faces

� cos�mnpq

✏(`) = �`, � =
1

2I
� CI�2 + . . . , C > 0



Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .
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Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .
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Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .
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Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .
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Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .

H = H0 +H1, H0 =
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H = H0 +H1, H0 =

X

edges

E2
mn

2I
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� cos�mnpq

Ground state for λ ≪1/I

Treat the magnetic term as a perturbation. 

It induces quantum fluctuations of the  
electric flux line connecting the charges. 

Tension σ of the electric flux line is 
reduced by quantum fluctuations. +1

–1

✏(`) = �`, � =
1

2I
� CI�2 + . . .✏(`) = �`, � =

1

2I
� CI�2 + . . . , C > 0



H = H0 +H1, H0 = �
X

faces

� cos�mnpq, H1 =

X

edges

E2
mn

2I

Ground state for λ ≫1/I

Neglect the weak electric term. The 
magnetic term is minimized if all Φ = 0. 

This condition is independent of the 
charge sector (Φ and Q commute).  

Energy of two charges does not depend 
on the distance between them.  
Electric charges are not confined.



H = H0 +H1, H0 = �
X

faces

� cos�mnpq, H1 =

X

edges

E2
mn

2I

Ground state for λ ≫1/I

Treat the electric term as a perturbation 
inducing small fluctuations of Φ around 0.

H ⇡
X

edges

E2
mn

2I
+

X

faces

��2
mnpq

2

+ const

This yields regular (non-compact) E&M 
with a speed of light c =

p
�/I.

✏(`) = �Q2

2I`
Coulomb’s law, , no confinement!



String tension in d=3

I�

�

1

2I

0 (I�)c

confinement Coulomb’s law

Two distinct phases of matter: confined and deconfined. 
String tension can be used as an order parameter whose 
presence or absence determines which phase we are in.



String tension in d=2

I�

�

1

2I

0
confinement

One confining phase of matter for all couplings I� < 1.



Quantization revisited
 (A+ 2⇡) =  (A)

 m(A) = e�imA/
p
2⇡

m = 0,±1,±2, . . .

,

We assumed that 
because physical variables are 2π-periodic in A.

But physical quantities are bilinear in ψ and ψ*.  
Hence a more relaxed boundary condition:

E m(A) = m m(A)

 (A+ 2⇡) = ei✓ (A),  ⇤(A+ 2⇡) = e�i✓ ⇤(A)

✓ = const



Quantization revisited

 (A+ 2⇡) = � (A)

Antiperiodic boundary conditions:

 ⌫(A) = e�i⌫A/
p
2⇡

E  ⌫(A) = ⌫  ⌫(A)

⌫ = ±1

2
,±3

2
, . . .

Electric field is quantized to half-integer values.



Ground state for λ ≪1/I

Neglect the weak magnetic term. 

No-charge sector:  
Qm=0 everywhere. 
Emn = ±1/2 everywhere. 

Classical spin ice states!
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Ground state for λ ≪1/I
H = H0 +H1, H0 =

X
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E2
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2I
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X

faces

� cos�mnpq

+1–1

Neglect the weak magnetic term. 

Sector with two probe charges:  
Qm=0, except for two Qm = ±1. 
Emn = ±1/2 everywhere. 

“Magnetic monopoles” of spin ice 
become unit electric charges.



Ground state for λ ≪1/I
H = H0 +H1, H0 =

X

edges
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mn
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� cos�mnpq

+1–1

Neglect the weak magnetic term. 

Sector with two probe charges:  
Qm=0, except for two Qm = ±1. 
Emn = ±1/2 everywhere. 

“Magnetic monopoles” of spin ice 
become unit electric charges.



Ground state for λ ≪1/I
H = H0 +H1, H0 =

X

edges

E2
mn

2I
, H1 = �

X

faces

� cos�mnpq

This construction also works on the 
pyrochlore lattice. The gauge field 
A lives on edges of the diamond 
lattice whose vertices are centers 
of tetrahedra.

LETTERS

Magnetic monopoles in spin ice
C. Castelnovo1, R. Moessner1,2 & S. L. Sondhi3

Electrically charged particles, such as the electron, are ubiquitous.
In contrast, no elementary particles with a net magnetic charge
have ever been observed, despite intensive and prolonged searches
(see ref. 1 for example). We pursue an alternative strategy, namely
that of realizing them not as elementary but rather as emergent
particles—that is, as manifestations of the correlations present in
a strongly interacting many-body system. The most prominent
examples of emergent quasiparticles are the ones with fractional
electric charge e/3 in quantum Hall physics2. Here we propose that
magnetic monopoles emerge in a class of exotic magnets known
collectively as spin ice3–5: the dipole moment of the underlying
electronic degrees of freedom fractionalises into monopoles.
This would account for a mysterious phase transition observed
experimentally in spin ice in a magnetic field6,7, which is a
liquid–gas transition of the magnetic monopoles. These monopoles
can also be detected by other means, for example, in an experiment
modelled after the Stanford magnetic monopole search8.

Spin-ice materials are characterized by the presence of magnetic
moments mi residing on the sites i of a pyrochlore lattice (depicted
in Fig. 1). These moments are constrained to point along their respec-
tive local Ising axes êei (the diamond lattice bonds in Fig. 1), and they
can be modelled as Ising spins mi 5 mSîeei , where Si 5 61 and m~ mij j.
For the spin-ice compounds discussed here, Dy2Ti2O7 and Ho2Ti2O7,
(where Dy is dysprosium and Ho is holmium) the magnitude m of the
magnetic moments equals approximately ten Bohr magnetons
(m < 10mB). The thermodynamic properties of these compounds are
known to be described with good accuracy by an energy term that
accounts for the nearest-neighbour exchange and the long-range
dipolar interactions9,10 (for a review of spin ice, see ref. 4):

H~
J

3

X

ijh i
SiSjzDa3

X

ijð Þ

êei
:êej

rij

!! !!3 {
3 êei

:rij

" #
êej
:rij

" #

rij

!! !!5

" #

SiSj ð1Þ

The distance between spins is rij, and a < 3.54 Å is the pyrochlore
nearest-neighbour distance. D 5 m0m2/(4pa3) 5 1.41 K is the coup-
ling constant of the dipolar interaction.

Spin ice was identified as a very unusual magnet when it was noted
that it does not order to the lowest temperatures T even though it
appeared to have ferromagnetic interactions3. Indeed, spin ice
was found to have a residual entropy at low T (ref. 5), which
is well-approximated by the Pauling entropy for water ice,
S < SP 5 (1/2)log(3/2) per spin. Pauling’s entropy measures the huge
ground-state degeneracy arising from the so-called ice rules. In the
context of spin ice, its observation implies a macroscopically degen-
erate ground state manifold obeying the ‘ice rule’ that two spins point
into each vertex of the diamond lattice, and two out.

We contend that excitations above this ground-state manifold—
that is, defects that locally violate the ice rule—are magnetic
monopoles with the necessary long-distance properties. From the
perspective of the seemingly local physics of the ice rule, the emergence
of monopoles at first seems rather surprising. We will probe deeper

into how the long-range magnetic interactions contained in equation
(1) give rise to the ice rule in the first place. We then incorporate
insights from recent progress in understanding the entropic physics
of spin ice, and the physics of fractionalization in high dimensions11–15,
of which our monopoles will prove to be a classical instance.

We consider a modest deformation of equation (1), loosely
inspired by Nagle’s work16 on the ‘unit model’ description of water
ice: we replace the interaction energy of the magnetic dipoles living
on pyrochlore sites with the interaction energy of dumbbells consist-
ing of equal and opposite magnetic charges that live at the ends of the
diamond bonds (see Fig. 2). The two ways of assigning charges on
each diamond bond reproduce the two orientations of the original
dipole. Demanding that the dipole moment of the spin be repro-
duced quantitatively fixes the value of the charge at 6m/ad, where
the diamond lattice bond length ad~

ffiffiffiffiffiffiffi
3=2

p
a.

The energy of a configuration of dipoles is computed as the pair-
wise interaction energy of magnetic charges, given by the magnetic
Coulomb law:

V rab
" #

~

m0

4p
QaQb

rab
a=b

1
2 uoQ2

a a~b

(

ð2Þ
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Figure 1 | The pyrochlore and diamond lattices. The magnetic moments in
spin ice reside on the sites of the pyrochlore lattice, which consists of corner-
sharing tetrahedra. These are at the same time the midpoints of the bonds of
the diamond lattice (black) formed by the centres of the tetrahedra. The ratio
of the lattice constant of the diamond and pyrochlore lattices is
ad=a~

ffiffiffiffiffiffiffiffi
3=2

p
. The Ising axes are the local [111] directions, which point along

the respective diamond lattice bonds.
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Ground state for λ ≪1/I
H = H0 +H1, H0 =
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This construction also works on the 
pyrochlore lattice. The gauge field 
A lives on edges of the diamond 
lattice whose vertices are centers 
of tetrahedra.
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where Qa denotes the total magnetic charge at site a in the diamond
lattice, and rab is the distance between two sites. The finite ‘self-
energy’ u0/2 is required to reproduce the net nearest-neighbour inter-
action correctly. Equation (2)—which is derived in detail in the
Supplementary Information—is equivalent to the dipolar energy
equation (1), up to corrections that are small everywhere, and vanish
with distance at least as fast as 1/r5.

We consider first the ground states of the system. The total energy
is minimized if each diamond lattice site is net neutral, that is, we
must orient the dumbbells so that Qa 5 0 on each site. But this is just
the above-mentioned ice rule, as illustrated in Fig. 2. Thus, one of the
most remarkable features of spin ice follows directly from the dumb-
bell model: the measured low-T entropy agrees with the Pauling
entropy (which follows from the short-distance ice rules), even
though the dipolar interactions are long-range.

We now turn to the excited states. Naively, the most elementary
excitation involves inverting a single dipole / dumbbell to generate a

local net dipole moment 2m. However, this is misleading in a crucial
sense. The inverted dumbbell in fact corresponds to two adjacent
sites with net magnetic charge Qa 5 6qm 5 62m/ad—a nearest-
neighbour monopole–antimonopole pair. As shown in Fig. 2e, the
monopoles can be separated from one another without further viola-
tions of local neutrality by flipping a chain of adjacent dumbbells. A
pair of monopoles separated by a distance r experiences a Coulombic
interaction, {m0q2

m

!
4prð Þ, mediated by monopolar magnetic fields,

see Fig. 3.
This interaction is indeed magnetic, hence the presence of the

vacuum permeability m0, and not 1/e0, the inverse of the vacuum
permittivity. It takes only a finite energy to separate the monopoles
to infinity (that is, they are deconfined), and so they are the true
elementary excitations of the system: the local dipolar excitation
fractionalizes.

By taking the pictures from the dumbbell representation seriously,
we may be thought somehow to be introducing monopoles where
there were none to begin with. In general, it is of course well known
that a string of dipoles arranged head to tail realizes a monopole–
antimonopole pair at its ends17. However, to obtain deconfined
monopoles, it is essential that the cost of creating such a string of
dipoles remain bounded as its length grows, that is, the relevant string
tension should vanish. This is evidently not true in a vacuum (such as
that of the Universe) where the growth of the string can only come at
the cost of creating additional dipoles. Magnetic materials, which
come equipped with vacua (ground states) filled with magnetic
dipoles, are more promising. However, even here a dipole string is
not always a natural excitation, and when it is—for example, in an
ordered ferromagnet – a string of inverted dipoles is accompanied
by costly domain walls along its length (except, as usual, for one-
dimensional systems18), causing the incipient monopoles to remain
confined.

The unusual properties of spin ice arise from its exotic ground
states. The ice rule can be viewed as requiring that two dipole strings
enter and exit each site of the diamond lattice. In a typical spin-ice
ground state, there is a ‘soup’ of such strings: many dipole strings
of arbitrary size and shape can be identified that connect a given pair
of sites. Inverting the dipoles along any one such string creates a
monopole–antimonopole pair on the sites at its ends. The associated
energy cost does not diverge with the length of the string, unlike in
the case of an ordered ferromagnet, because no domain walls are
created along the string, and the monopoles are thus deconfined.

We did not make reference to the Dirac condition19 that the fun-
damental electric charge e and any magnetic charge q must exhibit the
relationship eq 5 nh/m0 whence any monopoles in our universe must
be quantized in units of qD 5 h/m0e. This follows from the monopole
being attached to a Dirac string, which has to be unobservable17. By
contrast, the string soup characteristic of spin ice at low temperature

a b

c

e

d

Figure 2 | Mapping from dipoles to dumbbells. The dumbbell picture
(c, d) is obtained by replacing each spin in a and b by a pair of opposite
magnetic charges placed on the adjacent sites of the diamond lattice. In the
left panels (a, c), two neighbouring tetrahedra obey the ice rule, with two
spins pointing in and two out, giving zero net charge on each site. In the right
panels (b, d), inverting the shared spin generates a pair of magnetic
monopoles (diamond sites with net magnetic charge). This configuration
has a higher net magnetic moment and it is favoured by an applied magnetic
field oriented upward (corresponding to a [111] direction). e, A pair of
separated monopoles (large red and blue spheres). A chain of inverted
dipoles (‘Dirac string’) between them is highlighted in white, and the
magnetic field lines are sketched.
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Figure 3 | Monopole interaction. Comparison of the magnetic Coulomb
energy {m0q2

m

!
4prð Þ (equation (2); solid line) with a direct numerical

evaluation of the monopole interaction energy in dipolar spin ice (equation
(1); open circles), for a given spin-ice configuration (Fig. 2e), as a function of
monopole separation.
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Ground state for λ ≪1/I

Treat the weak magnetic term as  
a perturbation. 

Operators e±iΦ increment E on all  
edges around a face by ±1. 

Quantum spin ice.
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