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New triazole-based CuII metal–organic frameworks, [Cu-
(tr2ad)(SO4)]·3H2O (1), [Cu3(tr2ad)4(H2O)2(SO4)2]SO4·28H2O
(2), [Cu3(tr2ad)4(H2O)4](SiF6)3·16H2O (3), constructed utiliz-
ing a rigid adamantane scaffold, tr2ad = 1,3-bis(1,2,4-triazol-
4-yl)adamantane, were prepared hydrothermally, and their
crystal structures were determined. The structure of 1 is built
up from straight chains of corner-sharing CuN4O2 octahedra
supported by short μ2-tr (tr = 1,2,4-triazole) and μ2-SO4

2–

bridges. The tetradentate character of tr2ad results in the for-
mation of layers. The 2D structures of 2 and 3 consist of dis-
crete secondary building blocks [Cu3(μ2-N1,N2-tr)6] with tri-
ple [–N–N–] triazole links between the adjacent Cu centers
[the Cu-(tr)-Cu separations are 3.806 and 3.756 Å for 2 and
3, respectively]. The distorted octahedral N4O2 environment

Introduction

The remarkable coordination properties of 1,2,4-triazole
ligands (tr) provide an enormous structural variety in their
complexes[1] (a few hundred crystal structures have been de-
posited with the Cambridge Crystallographic Data Center),
which are built upon oligonuclear coordination clusters and
may find diverse applications in the area of multifunctional
magnetic materials.[2,3] Among this ligand family, the 4-sub-
stituted derivatives with a single 1,2,4-triazole function are
very suitable for the production of a variety of cluster geo-
metries ranging from discrete dimers [M2(μ-N1,N2-tr)3],[4]

linear [M3(μ-N1,N2-tr)6],[5] or triangular [M3(μ3-OH)(μ-
N1,N2-tr)3] trimers[6] to polymeric chains [M(μ2-OH)(μ-
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of the peripheral Cu atoms is completed by water molecules
and/or terminal sulfate anions. The linear magnetic clusters,
which act as nodes, are joined together at average distances
of 11.2 and 15.0–15.6 Å into square-grid-like networks that
exploit the double-bridging μ3- and μ4-bis(triazole) modules.
Uncoordinated counteranions and crystal water molecules fill
the interlayer space and channels in the complexes and form
extensive H-bonding patterns. The exchange integrals J1 =
9.8 and J2 ≈ 0 cm–1 for the interaction J1(Ŝ1Ŝ2 + Ŝ2Ŝ3) + J2Ŝ1Ŝ3

were determined for 3 from magnetic susceptibility data and
reproduced by a broken-symmetry DFT calculation. The spin
Hamiltonian parameters of 3 were found from high-field
electron paramagnetic resonance (EPR) spectra.

N1,N2-tr)2],[7] [M(μ-N1,N2-tr)3],[8] rare double-decker {μ6-
Cl�[M3(μ3-OH)(μ-N1,N2-tr)3]2},[9] and fascinating metall-
acrown-like [Cu6(μ2-OH)6] motifs.[10] Therefore, they are of
potential interest for the development of nanosized molecu-
lar magnets, spin-crossover materials for molecular sensing,
etc. The nature of magnetic ordering as well as the strength
of magnetic coupling in the metal clusters depends upon
many factors such as ground-state configuration, magnetic
transmission through short organic/inorganic bridges, and
effects of lattice topology.[11] As summarized in Table 1, the
magnetic exchange interaction is very sensitive to the archi-
tecture of the whole cluster, which can be “tuned” by utiliz-
ing triazoles and anionic coligands.[5b,6b,7,8a,8b,9,10,12–15]

The use of bi- or multifunctional ligands significantly ex-
pands the molecular design scope and provides a straight-
forward strategy for the incorporation of magnetic metall-
oclusters into 2D and 3D metal–organic frameworks. The
addition of nucleophilic anions (SO4

2–, Cl–, OH–) signifi-
cantly impacts the preference for one of the two dominant
structural motifs (Scheme 1).

In our previous work, we showed a general method for
the design of CuII– and CdII–triazole metal–organic frame-
works (MOFs) by exploiting the predictable coordination
behavior of bis(triazoles). These complexes also contain
large and rigid aromatic (Ph)[16] or polyhedral aliphatic spa-
cers like diamondoids (e.g., adamantane).[17]
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Table 1. Correlation of magnetic orderings and structural motifs in the CuII–1,2,4-tr complexes.

[a] All J values refer to the Hamiltonian JSiSj and were converted as needed. A positive J indicates antiferromagnetic interaction. [b]
Original paper used –2JSiSj. [c] Original paper used –JSiSj. [d] The experimental J value was not measured, ref.[10]

Scheme 1. Two principal structural motifs in the MOFs studied in this paper.

Much attention has been paid to bi- or tetrafunction-
alized adamantane-supported platforms, which were suc-
cessfully utilized for the construction of related metal–carb-
oxylate,[18,19] metal–phosphonate,[20] and AgI–sulfonate[21]

coordination polymers.
In this work, we describe the synthesis and crystal struc-

tures of three CuII–{1,3-bis(1,2,4-triazol-4-yl)adamantane}
frameworks with incorporated trinuclear secondary build-
ing units (SBUs) or chain motifs and either tetrahedral
SO4

2– or octahedral SiF6
2– counter dianions. The magnetic

behavior of complex 3 is described and discussed on the
basis of its structural features.

Results and Discussion

In general, tr2ad typically acts as a μ3- and/or a μ4-donor
ligand, which bridges the metal ions at remarkably short
(3.3–3.8 Å) distances thanks to the ability of the 1,2,4-tri-
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azole moieties to form –N–N– bridges. Very long (10.5 Å)
distances may be achieved, on the other hand, when em-
ploying the adamantane spacer.[17]

In the crystal structure of 1 (Figure 1a, Table 2), the CuII

atoms are organized into columns of apical O,O-corner-
sharing distorted Cu octahedra CuN4O2. The Cu1···Cu1
(3.532 Å) separations along the polymeric chains are sup-
ported by the cooperative interactions of μ2-tr and μ2-SO4

2–

anions. The tetradentate bis(triazole) ligands link two pairs
of CuII atoms from the neighboring columns, which leads
to further corrugated layers with narrow channels running
along the b axis. The van der Waals cross-section of the
channels (ca. 1�4 Å), is not large enough to accommodate
solvent molecules.

The sulfate tetrahedra occupy two opposite axial posi-
tions in the coordination sphere (Cu1–O1 2.406 Å) and are
oriented towards the interlayer space. Thus, the angular ad-
amantane spacers form hydrophobic channel walls in the b
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Figure 1. Formation of 2D layers in the crystal structure of 1.
(a) Cooperative coordination of Cu atoms and tr/SO4

2– bridges
leads to [CuSO4(μ-N1,N2-tr)2] column motifs, which form 2D
sheets through μ4-tr2ad ligands. (b) Adjacent layers are packed to-
gether through intermolecular H-bonding interactions between
SO4

2– anions and uncoordinated water molecules located within
the interlayer space. Symmetry codes: (a) –x + 2, –y, –z + 2; (b) x
+ 1, y, z; (c) –x + 1, –y, –z + 2; (d) x, –y – 0.5, z.

direction, which are separated within the layer by extended
hydrophilic ribbons of [CuSO4(μ-N1,N2-tr)2]. Similar
CuSO4/μ-N1,N2-tr interactions observed earlier for linear 4-
phenylene-4,4�-bi(1,2,4-triazole) afforded a 3D framework
with wide rectangular channels.[16] In 1, the neighboring
layers are held together by multiple noncovalent interac-
tions between the aliphatic parts, and the hydrophilic re-
gions along the Cu(μ-SO4) columns are stabilized by inter-
molecular hydrogen bonding with uncoordinated water mo-
lecules (Figure 1b). Thus, the molecules of water are settled
inside the interlayer channels of a slightly larger size (a di-
agonal cross-section of 2�4 Å).

The crystal structure of 2 consists of trinuclear linear
units [Cu3(μ-N1,N2-tr)6] arranged in 2D layers by two kinds
of tri- and tetradentate double-bridged tr2ad ligands in a
1:1 ratio (Figures 2 and 3). The centrosymmetric trinuclear
SBUs are arranged parallel to the ac plane with average
spacing of 11.19 and 14.96 Å along the crystallographic a
and c axes, respectively. In the [Cu3(μ-N1,N2-tr)6] unit, the
central Cu1 atom is surrounded by six N atoms of tr rings,
whereas the distorted octahedral environment of the ter-
minal Cu2 atom is completed by four N atoms of tr, a cis-
disposed monocoordinated sulfate anion (Cu2–O5 2.887 Å)
and a water molecule (Cu2–O1 1.958 Å). Both H2O mole-
cules and SO4

2– anions are involved in intramolecular H
bonding (O1···O4 2.675 Å, �O1–H1W···O4 165.6°), which
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Table 2. Selected bond lengths [Å] and angles [°] for 1–3.

[Cu(tr2ad)(SO4)]·3H2O (1) symmetry codes: (a) –x + 2, –y, –z + 2;
(b) x + 1, y, z; (c) –x + 1, –y, –z + 2.

Cu1–N1a 2� 2.008(2) N1a–Cu1–O1a 94.89(11)
Cu1–N3b 2�2.012(3) N1–Cu1–O1a 85.11(11)
Cu1–O1 2�2.406(2) N3b–Cu1–O1a 85.80(11)

N3c–Cu1–O1a 94.20(11)
N1a–Cu1–N1 180.0 N1a–Cu1–O1 85.11(11)
N1a–Cu1–N3b 91.71(10) N1–Cu1–O1 94.89(11)
N1–Cu1–N3b 88.29(10) N3b–Cu1–O1 94.20(11)
N1–Cu1–N3c 91.71(10) N3c–Cu1–O1 85.80(11)

[Cu3(tr2ad)4(H2O)2(SO4)2]SO4·28H2O (2), symmetry codes: (b)
–x, –y, –z; (c) –x + 1, –y, –z; (d) x–1, y, z; (e) –x, –y, –z + 1.

Cu1–N7 2�2.0239(13) N7b–Cu1–N11d 90.03(5)
Cu1–N1 2�2.0340(12) N1–Cu1–N11c 86.76(5)
Cu1–N11c 2�2.3651(13) O1–Cu2–N10c 89.29(5)
Cu2–O1 1.9581(12) O1–Cu2–N5e 86.49(5)
Cu2–N10c 1.9955(13) N10c–Cu2–N5e 175.78(5)
Cu2–N5e 2.0062(13) O1–Cu2–N2 161.18(5)
Cu2–N2 2.0321(14) N10c–Cu2–N2 95.24(5)
Cu2–N8b 2.2230(13) N5e–Cu2–N2 88.85(5)

O1–Cu2–N8b 109.78(5)
N7–Cu1–N7b 180.0 N10c–Cu2–N8b 88.87(5)
N7–Cu1–N1 88.19(5) N5e–Cu2–N8b 92.29(5)
N7b–Cu1–N1 91.81(5) N2–Cu2–N8b 88.61(5)

[Cu3(tr2ad)4(H2O)4](SiF6)3·16H2O (3), symmetry codes: (a) –x +
1, –y + 2, –z; (b) –x + 2, –y + 2, –z; (c) x–1, y, z; (d) x, y, z–1;
(e) –x + 1, –y + 2, –z + 1.

Cu1–N1 2�2.002(2) N5b–Cu1–N11d 90.30(9)
Cu1–N5b 2 �2.035(2) O1–Cu2–N7 88.17(10)
Cu1–N11d 2�2.413(2) O1–Cu2–N10e 179.11(9)
Cu2–O1 1.987(2) N7–Cu2–N10e 91.04(10)
Cu2–N10e 1.999(2) N7–Cu2–N2 169.20(10)
Cu2–N2 2.021(2) N10e–Cu2–N2 92.74(10)
Cu2–N4c 2.269(2) O1–Cu2–N4c 88.56(9)

N7–Cu2–N4c 98.51(10)
N1–Cu1–N1a 180.0 N10d–Cu2–N4c 91.17(9)
N1–Cu1–N5b 88.69(9) N2–Cu2–N4c 91.53(9)
N1–Cu1–N11d 90.24(9)

is presumably the crucial factor that prevents additional
tr2ad coordination. The other uncoordinated water mole-
cules and sulfate anions are housed within the interlayer
space and form a hydrogen-bonded network.

Figure 2. A linear trinuclear cluster [Cu3(μ-N1,N2-tr)6(SO4)2-
(H2O)2] motif in the structure of 2. Symmetry code: (a) 1 –x, –y,
1 – z.

The CuSO4/tr2ad/H2O system is remarkably sensitive to
reaction conditions (especially to the pH value) and, thus,
leads to various products or their mixtures (see Experimen-
tal Section). This causes synthetic difficulties in controlling
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Figure 3. Formation of a square-grid network in the crystal struc-
ture of 2, in which the linear clusters [Cu3(μ-N1,N2-tr)6] act as
nodes.

the phase purity of the samples, which is especially impor-
tant for correct interpretation of the magnetic data. We
found that crystallization experiments with aqueous CuSiF6

and tr2ad under normal hydrothermal conditions afforded

Figure 4. Crystal structure of 3. (a) Structure of the [Cu3(μ-N1,N2-
tr)6(H2O)4](SiF6)2 fragment. (b) Integration of the cluster motifs
into the 2D network.
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pure blue prismatic crystals with composition [Cu3(tr2ad)4-
(H2O)4](SiF6)3·16H2O (3). The crystal structure of 3 con-
sists of trinuclear [Cu3(μ-N1,N2-tr)6] clusters, which are or-
ganized into square-grid networks by μ3- and μ4-double-
bridged tr2ad ligands (Figure 4). The interlinked SBUs are
located within the layer at distances of 11.25 and 15.63 Å.
Thus, the structural features and the [Cu3(μ-N1,N2-tr)6]
cluster geometry are similar to those of 2: six tr moieties
linearly bridge three copper centers with a Cu1···Cu2 dis-
tance of 3.756 Å. However, because of the weak nucleo-
philic properties of SiF6

2–, the distorted Cu (peripheral) oc-
tahedra are filled by four N atoms of tr and two aqua li-
gands. The uncoordinated SiF6

2– anions and water mole-
cules form a set of hydrogen-bonding interactions (O1···F1
2.595, O2···F2 2.883 Å). The porosity of the framework was
estimated by using the PLATON program:[22] the solvent-
accessible volume, after removing the uncoordinated water
molecules and counteranions, is calculated to be 765.9 Å3

(or 37.0 % of the unit cell).
To evaluate the thermal stability of 3, the sample was

examined by high-temperature powder X-ray diffraction
(PXRD, Figure 5). The data show that the coordination
framework remains stable up to 190 °C, whereas further
temperature increase from 190 to 330 °C leads to an
irreversible decomposition process with loss of crystallinity.

Figure 5. Temperature-dependent PXRD pattern (2Θ = 0–60°) for
[Cu3(tr2ad)4(H2O)4](SiF6)3·16H2O (3).

Magnetic Susceptibility

The temperature dependence of the effective magnetic
moment indicates a weak antiferromagnetic interaction in
trimer 3 (Figure 6). The room-temperature magnetic mo-
ment of ca. 3.15 µB is consistent with three noninteracting
S = 1/2 ions with a gaverage value of 2.1. However, when
the temperature is lowered, the magnetic moment decreases
slowly to 3 µB at ca. 40 K and then more quickly to 1.86 µB

at 1.8 K. The latter value indicates that only the S = 1/2
state of the trinuclear system is populated at 1.8 K. The
trimer is centrosymmetric, and the Heisenberg–Dirac–Van
Vleck (HDVV) Hamiltonian should take the form in Equa-
tion (1), in which the central atom has number 2.

Ĥ = J1(Ŝ1Ŝ2 + Ŝ2Ŝ3) + J2Ŝ1Ŝ3 (1)
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Figure 6. Temperature dependence of μeff for [Cu3(tr2ad)4(H2O)4]-
(SiF6)3·16H2O (3). Circles: experimental; dots: calculated from
Equation (4) with J1 = 9.8 cm–1, J2 = 0 cm–1 and g = 2.115.

The J2 value is likely to be very small compared to J1.
The exchange interactions in a system of three S = 1/2

ions give rise to one quartet state (S = 3/2) and two doublet
states (S = 1/2). These states can be labeled as |ST, S�� by
using their “intermediate spin” S� = S1 + S3 and the “total
spin”, ST = S1 + S2 + S3 = S� + S2. The symbols Q, D1
and D2 will be used for the quartet state |3/2,1� and the
doublet states |1/2,1� and |1/2,0�, respectively.

In a simple system with only two different exchange inte-
grals, one can apply Kambe’s method to calculate the ener-
gies of the (ST, S�) levels of a trimer[23] [Equation (2)].

E(ST, S�) = (J1/2)ST(ST + 1) +
(J2/2 – J1/2)S�(S� + 1) – (3/8)J1 – (3/4)J2 (2)

These energies result in Equation (3) for the trimer mag-
netic susceptibility.

(3)

Equation (3) is equivalent to that derived in ref.[24] (which
uses the opposite sign convention for J). Fitting of the mag-
netic data with J2 fixed to 0 resulted in J1 = 9.8 cm–1 and g
= 2.115, and the ground state is the doublet, D1, with ST

= 1/2, S� = 1. Neglecting J2 is justified by the results of the
DFT calculations (see below).

EPR Spectra

The high-field EPR spectra are consistent with the pic-
ture emerging from the magnetic data. The spectrum of a
quartet spin state (S = 3/2) is visible at all temperatures,
except the lowest we can reach (ca. 3 K). Spectra of S =
1/2 states are also seen (Figures 7 and 8), which, however,
become weaker when the temperature is raised so that only
the S = 3/2 state is seen at room temperature.

www.eurjic.org © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Eur. J. Inorg. Chem. 2012, 5802–58135806

Figure 7. EPR spectra of 3 recorded at temperatures indicated with
the microwave frequency ν = 416.00 GHz. Resonances are labeled
Q for quartet and D1, D2 for the doublet states. D1 is the ground
state. Indices x, y, and z indicate the orientations of the respective
g tensors vs. the magnetic field. Note that one Qz and one Qy com-
ponent persist at 3 K, because the Zeeman interaction lowers the
energy of the MS = –3/2 level of the quartet state almost to that of
MS = –1/2 level of D1 in this magnetic field range (see Figure 9).
The parameters in Table 4 were used in simulations. The pattern
seen at the high-field end of the 30 K spectrum is caused by MnII

in the gelatin cap used as a sample container.

Figure 8. EPR spectra of 3 recorded at temperatures indicated with
the microwave frequency ν = 101.6 GHz. At 3 K a pure spectrum
of the D1 doublet is observed, because in this magnetic field range
D1 is a well-isolated ground state (see Figure 9).

The interpretation of the EPR spectra proved to be very
challenging. The quartet state spectrum would normally be
simulated using the spin Hamiltonian [Equation (4)]

Ĥ = μBB·g·Ŝ + D{Ŝz
2 – S(S + 1)/3} + E(Ŝx

2 – Ŝy
2) (4)

with S = 3/2. As a matter of fact, the spectrum shown in
Figure 7 can be seemingly satisfactorily simulated as a sum
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of a quartet with gx = 2.062, gy = 2.097, gz = 2.244, D =
–0.0503 cm–1, E = –0.0159 cm–1, and of two doublet spectra
with {g}D1 and {g}D2 components, respectively, given in
Table 3. However, the splittings within the y and z groups
of the experimental resonances of the S = 3/2 state (Fig-
ures 7 and 8) are frequency-dependent, which cannot be re-
produced by Hamiltonian (5). This behavior indicates that
the quartet state is not a “pure” state. The eight |S, MS�
wave functions of the trinuclear unit can be expressed as
combinations of the α and β functions of separate copper
ions, representing ms = 1/2 and –1/2, respectively [see For-
mula (1) in the Supporting Information].

Table 3. EPR parameters for 3.

g values[a] gx gy gz

Central CuII, {g}2
[b] 2.041 2.054 2.274

Terminal CuII, {g}1
[c] 2.074 2.057 2.302

Doublet D1, {g}D1 exp.[b] 2.022 2.073 2.370
Calcd.[c] 2.019 2.070 2.367
Quartet, {g}Q, exp.[d] 2.051 2.097 2.244
Calcd.[c] 2.058 2.103 2.250

Cu–Cu interactions D [cm–1] E [cm–1] J [cm–1]

Cu1–Cu2 and Cu2–Cu3 –0.175 –0.040 10.5
Cu1–Cu3[e] –0.013 0 0

[a] Each set of g values refers to its own system of axes, see Sup-
porting Information. [b] Obtained directly from the spectra. [c] Ob-
tained from fitting of the experimental g values in doublet D1 and
in the quartet, see text. [d] Obtained from the spectrum at the posi-
tion of the central quartet resonance line at the respective orienta-
tion. [e] D calculated from the point-dipole model, Equation (8).

These spin functions are, in the absence of magnetic field
and zero-field splitting (zfs), the eigenfunctions of the
HDVV Hamiltonian (1) as well as of the total spin-square
operator Ŝ2 = (Ŝ1 + Ŝ2 + Ŝ3)2.

However, in a magnetic field they mix, and the degree of
mixing depends on the separation between the spin mul-
tiplets. Although the spin Hamiltonian (4) would be correct
for a trimeric complex with strong exchange interactions, it
is inadequate in the present case. A correct procedure is to
apply a spin Hamiltonian that contains the spin operators
of three copper ions [Equation (5)].

Ĥ = μBB·{g}1·Ŝ1 + μBB·{g}2·Ŝ2 + μBB·{g}1·Ŝ3 + Ŝ1{D}12Ŝ2 +
Ŝ2{D}12Ŝ3 + Ŝ1{D}13Ŝ3 (5)

According to the molecular symmetry, the tensors {g}1

and {g}3 must be equal. The zero-field splitting tensors
{D}12 and {D}23 must be equal, and they include the iso-
tropic exchange interaction represented by J1 plus the an-
isotropic exchange and the dipole–dipole interactions. The
Dzialoshinkii–Moriya interaction was not considered, be-
cause the complex has an inversion center.[25]

The interaction {D}13 may be negligible, apart from a
small dipole–dipole contribution, which is eight times
smaller than the dipolar contribution to {D}12 because of
the doubled Cu–Cu distance. That contribution was taken
into account in simulations.

The application of the spin Hamiltonian (5) is difficult
because of many unknown quantities starting from the g
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tensors. DFT calculations (below) indicate that the un-
paired electrons of all three copper ions are in the respective
dx2–y2 orbitals. One large g component (gz) and two smaller
ones that are close to each other (gx and gy) are typically
expected in such a situation. There are not many published
EPR parameters of monomeric copper–triazole complexes.
Copper(II) doped into an iron(II)–bitriazole complex and
surrounded by four triazole nitrogen atoms in its equatorial
plane exhibited gx,y = 2.06, gz = 2.28,[26] and the central
copper ion in our trimer may be expected to have g values
of similar magnitude. The g components of the terminal
atoms may be somewhat larger than those of the central
copper atom, as the former ones have an equatorial N3O
coordination. The ground doublet state, the spectrum of
which emerges at low temperatures, exhibits gx = 2.022, gy

= 2.073, gz = 2.370, which do not appear correct for CuII

coordinated by nitrogen atoms. One has to bear in mind
that we do not observe g of a single copper ion here, but
rather a combination of differently oriented g tensors of all
three copper ions. By working with the operator g1zŜz1 +
g2zŜz2 + g3zŜz3 upon the wave functions of the coupled sys-
tem (see Supporting Information) one can easily prove
Equation (6).

(6)

Q, D1 and D2 represent the quartet, the ground doublet
ST = 1/2, S� = 1 and the intermediate doublet state, ST =
1/2, S� = 0, respectively (see also Table 3.4 in ref.[27]). The
direction of the gz component in a dx2–y2 copper ion is ex-
pected to be perpendicular to the plane of the equatorial
ligands. In our system this is likely to be obeyed, particu-
larly for the central copper atom. However, the equality of
the gx and gy components is not guaranteed for the central
copper atom, and less yet for the terminal copper atoms.
The z axes of the terminal copper atoms as defined here are
inclined by 58° with respect to the z axis of the central cop-
per atom. The mechanism for creating unusual g values in
the ground doublet state relies on that misalignment. To
illustrate this effect let us assume for simplicity that the z
axis of the central atom is parallel to the x axes of the ter-
minal atoms, that all y axes are parallel, and that gx = gy =
2.060, gz = 2.280 for both terminal and central atoms. This
would result in three different g values in the ground doub-
let, one of which is smaller than 2 [g�x = (4gx – gz)/3 = 1.99,
g�y = 2.06, g�z = (4gz – gx)/3 = 2.35] and in the quartet state
g�x = 2.133, g�y = 2.06, g�z = 2.206

Interestingly, Aznar et al. observed g parameters very
similar to those of our lowest-temperature spectra (g1 =
2.00, g2 = 2.07 and g3 = 2.39) in the Q-Band EPR spectrum
of a linear trinuclear copper–guanazole complex at
4.2 K.[24] These values are obviously caused by the effect
described above and that the complex is likely to produce
high-field EPR spectra similar to ours.

The real situation is more complicated because of the
non-90° arrangement of the g tensors. To handle this, sys-
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tems of coordinates have been tentatively set up on the cen-
tral and terminal copper ions, with the z axes perpendicular
to the plane of the equatorial ligands. The g values of the
central atom have been determined thanks to the identifica-
tion of the signals owing to the intermediate doublet state
D2 in the EPR spectra (Figure 7). They are g2x = 2.041, g2y

= 2.055, g2z = 2.274. To determine the {g}1 components of
the terminal atoms, a least-squares procedure searched for
the g1x, g1y and g1z values that would reproduce the g values
of the quartet and ground doublet states observed in experi-
mental spectra ({g}Q and {g}D1), respectively. To ac-
complish this, the {g}1 tensor was transformed into the cen-
tral copper ion coordinates, and Equation (8) was applied
to calculate {g}Q and {g}D1, which were subsequently diag-
onalized. This appears to have produced sensible results,
although the {g}Q and {g}D1 components could not be per-
fectly reproduced even if rotation of the {g}1 axes was al-
lowed. The differences between the calculated and real g
values were smaller than 0.01, which is, however, sufficient
to cause considerable shifts in the high-frequency spectra;
gx = 2.070, gy = 2.061, and gz = 2.302 were found for the
terminal atoms in this way. Next, the g values, as well as
the systems of coordinates for the central and terminal
atoms were used in the EPR simulation program on the
basis of the spin Hamiltonian (5). At this point, the orienta-
tion of the zero-field splitting tensor {D}12 had to be cho-
sen, as there is no information to extract it from our experi-
mental data. It was assumed that {D}12 has one main axis
parallel to the Cu–Cu vector. Simulation with two g tensors
and the zfs interaction tensor, each of which has its own
system of axes was not trivial and was time-consuming.
Methods described in the literature[28] were used.

Calculations were performed using the axes of the g ten-
sor of the central copper atom ({g}2) as a base. The pro-
gram used as input parameters the J values as well as the
D and E parameters for interactions Cu1–Cu2 and Cu1–
Cu3. The respective {D} tensor elements were calculated
from Dxx = J – (1/3)D + E, Dyy = J – (1/3)D – E, and Dzz

= J + (2/3)D. Tensors {D}12, {D}13 and {g}1 were rotated
to the axes of {g}2 and the 8� 8 (complex) matrix of Ham-
iltonian (5) was formed and diagonalized.[29]

Upon finding a resonance field by an iterative procedure,
the eigenvectors ψi and ψj of the levels involved in a transi-
tion were evaluated, and the relative transition probability
P was calculated from terms of Equation (7)

P = |�ψi|U{g}1Ŝ1 + U{g}2Ŝ2 + U{g}1Ŝ3|ψj�|2 (7)

where U represents the unit-length vector perpendicular to
the steady magnetic field B. Twelve orientations of U were
used, and the resulting P values were averaged. The inten-
sity of a transition was taken as a product of the probability
P and the population difference between the levels ψi and
ψj, which was obtained from the Boltzmann distribution.
The above procedure was repeated thousands of times for
various orientations of the steady magnetic field B to gener-
ate a powder EPR spectrum. Spectra simulated in this way
are shown in Figures 7 and 8. The main source of discrep-
ancy between the simulated and experimental traces are the
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slightly incorrect g values. Attempts to orient the {D}12 ten-
sor parallel to the g tensor of the quartet state were rela-
tively less successful, as the splitting in the Z and Y parts
of the quartet spectrum could not be reproduced at the
same time. Interestingly, J1 of 9.8 cm–1 as found from the
magnetic susceptibility data could not be used in the EPR
simulations, because with that J1 there is extensive mixing
and “anticrossing” of the spin multiplets at magnetic fields
where our 400 GHz spectra are located causing the simu-
lated spectra to be very different from the experiment. EPR
simulations indicate that J1 must be at least 10.5 cm–1, and
the spectra (Figures 7 and 8) as well as the energy levels
(Figure 9) were calculated using that value.

Figure 9. Energy levels of 3 in the magnetic field. The energies were
calculated at the z orientation of the {g}Q tensor. Short and long
black arrows represent the EPR transition within the quartet state
at 101.6 and 416.0 GHz, respectively. At the lower microwave fre-
quency, the quartet spectrum will be completely suppressed at low
temperatures, because the transitions occur within highly excited
levels. At 416 GHz, a quartet transition starting from a level that
is only weakly excited is observed even at 3 K (see also Figures 7
and 8). The blue arrow shows a quartet–doublet transition, the
calculated probability of which is 200 times lower than that of the
interquartet transitions. “Anti-crossing” effects caused by mixing
of the D1 doublet and the quartet state are seen at magnetic field
above 14 T.

The best values of the D and E parameters for both inter-
actions Cu1–Cu2 and Cu2–Cu3 were D = –0.175 cm–1 and
E = –0.040 cm–1 (Table 4). The dipole–dipole contribution
to D can be estimated from the point-dipole model [Equa-
tion (8)],

Ddipole = –3g2μB
2/R3

Cu–Cu (8)

which results in a contribution of –0.108 cm–1 to D12 and
D23 and –0.0135 cm–1 to D13. The model that takes no elec-
tron delocalization into account is likely to overestimate
D.[30]

It appears thus that anisotropic exchange must contrib-
ute to D12. The theory of that contribution is extremely
complicated even in simple copper acetate dimers.[30,31] It
depends on an exchange interaction within a pair of ions in
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Table 4. Crystal data for [Cu(tr2ad)(SO4)]·3H2O (1), [Cu3(tr2ad)4(H2O)2(SO4)2]SO4·28H2O (2), [Cu3(tr2ad)4(H2O)4](SiF6)3·16H2O (3).

Compound 1 2 3

Empirical formula C14H24CuN6O7S C56H132Cu3N2O42S34 C56H112Cu3F18N24O20Si3
T [K] 213 173 173
M 483.99 2100.66 2058.59
Crystal system monoclinic triclinic triclinic
Space group, Z P21/m, 2 P1̄, 1 P1̄, 1
a [Å] 10.7779(11) 11.1872(3) 11.2456(3)
b [Å] 7.0648(5) 14.6275(4) 12.6499(4)
c [Å] 12.9275(12) 14.9571(4) 15.6257(5)
α [°] 90 103.113(2) 107.2050(10)
β [°] 104.377(10) 107.710(2) 91.0660(10)
γ [°] 90 96.277(2) 102.065(2)
V [Å3] 953.52(15) 2228.44(10) 2068.76(11)
μ(Mo-Kα) [mm–1] 1.307 0.884 0.930
Dcalcd. [g cm–3] 1.686 1.565 1.652
θmax [°] 27.48 29.57 26.15
Measured/unique reflections 6355/1892 42291/12450 21267/8074
Rint 0.0526 0.0307 0.0335
Parameters refined 155 610 484
R1, wR2 [I�2σ(I)] 0.046, 0.117 0.032, 0.082 0.046, 0.128
R1, wR2 (all data) 0.056, 0.120 0.045, 0.084 0.062, 0.134
Goodness-of-fit on F2 0.969 0.941 1.103
Max, min peak [e·Å–3] 1.18, –0.49 1.19, –0.51 0.89, –0.40

which one of the ions is in its ground state and the other
one is in an excited electronic state. In the present case that
estimated contribution (from the difference between the ex-
perimental D and Ddipole) is –0.067 cm–1, which is much
smaller than observed in dimeric copper carboxylates.[30–32]

Calculation of the Exchange Integral from DFT

Interaction between the Central and Terminal Copper
Atoms

We used the DFT software package ORCA[33] to esti-
mate the exchange integrals in our trinuclear complex 3.
The X-ray structure was used, but large organic fragments
were removed, as shown in Figure 10. The software first
performed a self-consistent field (SCF) calculation for the
high-spin S = 3/2 state, then “flipped” the spin on one of
the terminal copper atoms to generate the “broken-sym-
metry” state with MS = 1/2, performed another SCF calcu-
lation for that state, and finally used the two energies found
above to calculate the exchange integral, corresponding to
the interaction between the central copper atom and one of
the terminal ones, that is J1 in spin Hamiltonian (1). The
ORCA calculation utilized the Ahlrichs-type basis set
TZVPP[34a] for copper ions and all coordinated atoms,
whereas SVP[34] functions were used for the remaining
atoms. The B3LYP[35] functional was employed. Ahlrichs
H–Kr polarization functions and auxiliary basis sets from
the TurboMole library were also used.[34b] The ORCA input
file as well as selected output are included in the Supporting
Information; ORCA uses –2JijSiSj to express the interaction
between a pair of atoms “i” and “j”, whereas the conven-
tion JijSiSj is used in this paper. The exchange integral value
reported by ORCA was thus multiplied by –2 to give J1 =
8.2 cm–1, which correlates very well with the experimental
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J1 = 9.8 cm–1 (see above). Figure 10 shows the correspond-
ing spin-up (purple-green) and spin-down (red-blue) orbit-

Figure 10. Two projections illustrating the “broken-symmetry” or-
bitals as obtained from ORCA. The positive parts of the orbitals
are plotted in red and in purple. The spin-up and spin-down orbit-
als are strongly localized in the dx2–y2 orbitals of the central and
the terminal copper ion, respectively. The overlap of these so-called
magnetic orbitals affects the exchange integral magnitude. It is seen
that the unpaired electron density delocalizes only towards the
equatorial ligands of respective copper ions. The antiferromagnetic
exchange pathway is the one involving a ligand equatorial with
respect to each copper ion (bottom of the upper plot). Note that
the orbital based on the terminal copper atom is oriented dif-
ferently to that on the central copper atom.
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als of the “broken-symmetry” solution, the overlap of
which determines the exchange integral magnitude. In the
present case, the overlap integral is 0.035.

The J1 value of 8.2 cm–1 calculated above represents the
sum of contributions from all exchange pathways in the sys-
tem. We will label the pathways involving the triazole frag-
ments containing the coordinated atoms (N1, N2), (N4,
N5), and (N10, N11) (see Figure S4), with letters A, B, and
C, respectively, so that J1 should be equal in an ideal case
to JA + JB + JC. The triazole in pathway A supplies an
equatorial N1 ligand to the central copper atom and an
equatorial N2 ligand to the terminal copper atom. In B, the
N5 atom is an equatorial ligand of the central copper atom
(2.035 Å), and N4 is an axial ligand of the terminal copper
atom (2.269 Å). Finally, in C, the N10 atom is coordinated
equatorially to the terminal copper atom (1.999 Å), and
N11 is an axial ligand of the central copper atom at a rela-
tively long distance of 2.413 Å. The latter two pathways are
expected to result in ferromagnetic contributions JB and JC

to the exchange interactions, whereas the first one should
transmit an antiferromagnetic interaction JA. We have per-
formed additional DFT calculations for molecules in which
one or both ferromagnetic exchange pathways (B and C)
were destroyed. In the first calculation, the (N4, N5) tri-
azole was removed, and NH3 was created at the site of N5,
thus removing pathway B. This change was introduced only
to the Cu1–Cu2 part of the trimer where ORCA’s spin flip
was to be accomplished, leaving the symmetry-related tri-
azole between Cu2 and Cu3 in place. This resulted in the
exchange integral value of 9.7 cm–1 from DFT, which in an
ideal case would represent JA + JC. The slight increase in
the antiferromagnetic interaction from 8.2 to 9.7 cm–1 can
be interpreted to be the result of the removal of a weak
ferromagnetic contribution JB. In the second calculation,
the (N10, N11) triazole was removed, and NH3 was created
on the site of N10 to destroy pathway C. DFT calculations
produced 21.2 cm–1, which again may be understood to be
a result of the removal of a ferromagnetic pathway JC, al-
though the amount of the increase appears to be too large.
Finally, in the third calculation both triazole bridges were
replaced by NH3 molecules. The resulting system still re-
tained the equatorial-to-equatorial bridge A formed by the
(N1, N2) triazole, and an antiferromagnetic JA = 10.0 cm–1

was obtained in this case. The molecules used in these cal-
culations are shown in Figure S9. The calculations de-
scribed here give a picture that is qualitatively in agreement
with expectations, but no numerical values can be assigned
to the three interactions JA, JB, and JC, which would add
up to give J1. This is due to the limited accuracy of the
exchange integral determination from DFT as well as, pre-
sumably, to the disturbance caused to the molecules when
the triazole bridges were removed.

Interaction between the Terminal Copper Atoms

Although the ORCA spin flip on the terminal Cu1 allows
the calculation of the exchange integral between Cu1 and
Cu2, this cannot be applied to evaluate the exchange inte-
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gral J2 between the terminal Cu1 and Cu3. For this reason
we performed calculations on a molecule with the central
copper atom replaced by a zinc atom. This resulted in a J2

value of 0.16 cm–1. Neglecting this exchange interaction in
the magnetic susceptibility calculations is thus justified, as
was done above and in ref.[24]

The overall exchange integral in 3 is quite small com-
pared to those of some linear trinuclear copper complexes
bridged by two triazole ligands and one different bridge
such as chloride. There are two groups of such compounds,
in the first two triazole molecules join the equatorial posi-
tions of two copper ions, and the exchange integrals are
above 75 cm–1.[36] In the second group, there is one equato-
rial-to-equatorial and one equatorial-to-axial triazole, and
the exchange integrals are about 35 cm–1.[14,24,37] In our sys-
tem, two ferromagnetic pathways reduce the overall antifer-
romagnetic interaction even more, which results in an (ex-
perimental) J1 value of 9.8 cm–1.

For comparison with our system, we performed DFT
calculations on the linear copper–guanazole trimer
{[Cu3(μ2-Cl)(guanazole)4(H2O)4]4+, Figure 11} using the X-
ray structure from ref.[24] J1 = 102 cm–1 was obtained,
whereas the experimental value was 90 cm–1.[24] The overlap
integral between the magnetic orbitals was 0.091. When the
axial-to-axial chlorido bridge was removed, the calculation
produced J1 = 100 cm–1, which implies that the exchange
pathway through the Cl– anion is weakly antiferromagnetic,
whereas the two equatorial-to-equatorial triazole bridges
transmit the bulk of the antiferromagnetic interaction.

Figure 11. Illustration of the exchange pathways in [Cu3(μ2-Cl)-
(guanazole)4(H2O)4]4+ (the structure for DFT calculations was
taken from ref.[24]). Note that the orbitals of the central and ter-
minal copper atoms are oriented differently.

Conclusions

This study demonstrates the potential utility of a geomet-
rically rigid bis(triazole) ligand (tr2ad) with an adamantane-
linker platform in the structural design of CuII–MOFs. The
integrated discrete linear [Cu3(μ2-tr)6] clusters and [Cu(μ2-
tr)2(μ2-SO4)] chains, which were found to be the two princi-
pal motifs in the 2D coordination nets, are realized in the
CuSO4/tr2ad/H2O and CuSiF6/tr2ad/H2O systems. Even a
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slight difference in nucleophilicity of anions (SO4
2– vs.

SiF6
2–) dictates the formation of the preferred [Cu3-

(μ2-tr)6] motif. The CuSO4/tr2ad/H2O system is very sensi-
tive to reaction conditions and afforded diverse structures.
These structural features are an essential tool for the tuning
of the magnetic properties of the frameworks and may be
very valuable for further studies of polyfunctional (tri- and
tetra-)adamantane derivatives. The exchange integral in 3,
found from the magnetic data, could be reasonably repro-
duced by a broken-symmetry DFT calculation. Spin Hamil-
tonian parameters for 3, which were found from high-field
EPR spectra, indicate a small contribution from the aniso-
tropic exchange interactions to the zero-field splitting.

Experimental Section
General: All chemicals were of reagent grade and were used as re-
ceived without further purification. The triazole ligand was pre-
pared by an acid-catalyzed condensation of 1,3-diaminoada-
mantane and N,N-dimethylformamide azine according to a pub-
lished procedure.[17b] X-ray powder diffraction analysis (XRPD)
was performed with a STOE STADIP powder diffraction system
equipped with an image plate detector with monochromated Mo-
Kα radiation (λ = 0.71073 Å) in the temperature range 20–600 °C.
Elemental analyses (C, H, and N) were performed with a Perkin–
Elmer 2400 analyzer. IR spectra were recorded as KBr pellets with
a UR-10 spectrometer (4000–400 cm–1).

Synthesis of Complexes 1–3: Complexes [Cu(tr2ad)(SO4)]·3H2O (1),
[Cu3(tr2ad)4(H2O)2(SO4)2]SO4·28H2O (2), and [Cu3(tr2ad)4(H2O)4]-
(SiF6)3·16H2O (3) were prepared from CuSO4·5H2O or
CuSiF6·6H2O and tr2ad by employing the standard hydrothermal
conditions as follows.

1: CuSO4·5H2O (9.0 mg, 0.036 mmol), tr2ad (11.2 mg 0.041 mmol),
H2WO4·2H2O (10.0 mg, 0.035 mmol) and water (5 mL) were placed
in a 20 mL Teflon-lined stainless steel autoclave, which was heated
up to 180 °C and kept at that temperature for 40 h, and then cooled
down to room temp. during the next 70 h. Large blue needles of 1
were separated from the oxide phase by a flotation method in a
CHBr3/CHCl3 solution, then washed and dried. Yield: 6.1 mg,
35%. C14H24CuN6O7S (483.99): calcd. C 34.74, H 5.00, N 17.36;
found C 34.68, H 5.12, N 17.29. IR (KBr): ν̃ = 3368 (s), 3154 (s),
3128 (s), 3020 (m), 2924 (s), 2864 (m), 1650 (m), 1552 (s), 1448 (w),
1388 (s), 1348 (s), 1316 (m), 1220 (s), 1152 (s), 1124 (s), 1092 (s),
1028 (s), 954 (s), 862 (m), 790 (w), 736 (w), 684 (w), 642 (s), 612
(s), 464 (w) cm–1.

2: A mixture of CuSO4·5H2O (18.5 mg, 0.074 mmol), tr2ad
(10.0 mg, 0.037 mmol), and water (8 mL) in a 15 mL sealed Pyrex
tube was heated at 180 °C for 40 h and then cooled to room temp.
over 70 h, which resulted in an inseparable mixture of blue crystals
with similar compositions but different structural dimensionalities:
[Cu3(tr2ad)4(SO4)(H2O)3](SO4)2·34H2O[17b] (3D) and complex 2
(2D). The products were filtered, washed with water, and dried at
room temp. Yield: 12.6 mg. C56H132Cu3N24O42S3 (2100.61): calcd.
C 32.02, H 6.33, N 16.00; found C 31.50, H 6.52, N 15.55.

3: Complex 3 was prepared as large blue prisms in 70% yield
(13.4 mg) according to similar reaction conditions and starting
from CuSiF6·6H2O (23.3 mg, 0.074 mmol), tr2ad (10.0 mg,
0.037 mmol) and water (8 mL). C56H112Cu3F18N24O20Si3
(2058.51): calcd. C 32.67, H 5.48, N 16.33; found C 32.72, H 5.60,
N 16.38. IR (KBr): ν̃ = 3478 (s), 3270 (s), 3124 (s), 3100 (s), 2940
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(m), 2868 (w), 1658 (m), 1538 (s), 1460 (w), 1370 (m), 1348 (m),
1328 (m), 1206 (s), 1100 (s), 1078 (s), 1056 (s), 1000 (w), 908 (w),
850 (m), 732 (s), 646 (s), 478 (m), 414 (w) cm–1.

Crystallography: Crystallographic measurements were made with a
Stoe Image Plate Diffraction System for 1 (numerical absorption
correction with X-RED and X-SHAPE) and a Bruker APEXII
CCD area-detector diffractometer for 2 and 3 (φ scans) with graph-
ite-monochromated Mo-Kα radiation (λ = 0.71073 Å). The data
were corrected for Lorentz-polarization effects and for the effects
of absorption (multi-scans method). The structures were solved by
direct methods and were refined in anisotropic approximation
using SHELXS-97 and SHELXL-97[38] (Table 2). All CH hydrogen
atoms were added geometrically, with Uiso = 1.2Ueq (parent C
atom). Crystals of 1 exhibit non-merohedral twinning. The data
frames were indexed and integrated as a two-domain system using
the RECIPE/TWIN facilities implemented in the Stoe IPDS soft-
ware.[39] The data were scaled and merged to yield a single dataset
of about 81% completeness owing to a partial overlap of the reflec-
tions that correspond to the different domains of the crystal. The
SO4

2– group showed unequal (75/25) “rotational” disorder of three
non-coordinated O atoms, which was resolved without geometric
restraint, and only the disordered atoms of the major contribution
were refined anisotropically. In the structure of 2, a noncoordinated
SO4

2– anion was disordered over a center of inversion (refined with-
out geometric restraints, but with restrained thermal motion pa-
rameters for the oxygen atoms), and four solvent water molecules
were equally disordered over closely separated positions. No H
atoms were added to these solvent molecules; the other OH hydro-
gen atoms were located from the difference map and refined as
fixed contributions with OH distances constrained to 0.85 Å and
Uiso = 1.5 Ueq (parent O atom). In the structure of 3, one of two
independent SiF6

2– anions and three water molecules were badly
disordered across a center of inversion. This disordered electron
density was successfully modeled using the Squeeze routine as im-
plemented in Platon.[22] OH hydrogen atoms for the coordinated
aqua ligand and one of the solvent molecules were located and
included in the calculation using the above approach. CCDC-
864088 (for 1), -864089 (for 2) and -864090 (for 3) contain the sup-
plementary crystallographic data for this paper. These data can be
obtained free of charge from The Cambridge Crystallographic
Data Centre via www.ccdc.cam.ac.uk/data_request/cif.

Magnetic Properties: Magnetic susceptibility data of powdered
samples were measured with a Quantum Design MPMSXL-5 su-
perconducting quantum interference device (SQUID) magnetome-
ter (Faculty of Chemistry, Wroclaw University) over the tempera-
ture range 1.8–300 K at the magnetic induction of 0.5 T. Correc-
tions for the sample holders were applied. Diamagnetic corrections
were determined from Pascal’s constants.[40,41]

EPR Spectra: High-field, high-frequency EPR spectra at tempera-
tures ranging from ca. 3 to 300 K were recorded with a home-built
transmission spectrometer at the EMR facility of NHMFL.[42] The
microwaves were generated by a phase-locked Virginia Diodes
source that generated a frequency of 13�1 GHz and its harmonics
of which the 2nd, 4th, 6th, 8th, 16th, 24th and 32nd were available,
which resulted in a frequency range of ca. 26–432 GHz. No reso-
nance cavity was used. A superconducting magnet (Oxford Instru-
ments) capable of reaching a field of 17 T was employed. X-band
(9.6 GHz) and Q-Band spectra (34 GHz) were recorded with a
Bruker ElexSys 500E instrument (Chemistry, Wroclaw University).

Supporting Information (see footnote on the first page of this arti-
cle): Spectral characterization data, crystal structures and labeling
schemes for compounds 1–3.
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